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ABSTRACT

Nowadays, it can be difficult to tell whether an image is real or fake. Thanks to technological advancements, an image can be altered or falsified in a matter of seconds. Finding these forgeries has grown to be a major problem in the modern world. Although an image could be crucial evidence, it will be useless if it is faked. Methods for distinguishing between pictures that have been edited and those that have been computer-generated must be developed. In order to identify these forgeries, we plan to create an Image Forgery Detection Model that combines FSM and RRU-Net. Residual propagation and residual feedback are two distinct approaches that are combined in RRU-Net, which stands for Ringed Residual Structure and Network Architecture. To find long-distance dependencies, the Feature Similarity Module, or FSM, will be employed. Our suggested system combines FSM and RRU-Net to improve accuracy. We will extract the differences in the picture attributes between the modified and unmodified parts using image patches of different sizes. Once the forged area has been identified, the final region will be shown in color. The method will prove useful in the future for identifying different types of spliced image frauds that appear on different social media platforms.
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1. INTRODUCTION

Digital photos are seen as critical data in many applications. It can serve as evidence in a number of contexts, such as social networks, computer-aided medical diagnosis systems, tribunals, and the armed forces. Depending on how important the content is, it is imperative to verify an image's validity and prevent tampering. With the assistance of internet computer programs, users and common people can simply modify digital images. As a result, it is challenging for the human eye to recognize these false images. Because there are so many fraud tools available, it is imperative to determine if two types of photographs are real or fake. Stated differently, it is critical to have techniques for identifying photos that aren’t real.

As seen in Fig. 1, the primary methods for identifying an image forgery can be generally divided into two categories: active and passive methods [1]. Adding digital signatures and watermarks to images while they are being taken is the core of the active approach. We can hide important image details and change accurate information into erroneous information by using the passive method. Digital picture counterfeiting can be divided into five categories: copy-move forgery, image splicing, retouching, morphing, and enhancement. A single composite image is created by digitally splicing two or more images together in the splicing forgery technique. As an illustration, let’s look at two photographs (Figures 2 and 3), which have been composited into one image (Figure 4). It is extremely difficult for the unaided eye to see the boundary between the spliced regions, even under close inspection. Existing picture splicing forgery detection strategies can be categorized into four groups based on the specific image property that has been used: hash techniques-based detection methods [2], compression property-based methods [3], device property-based methods [4], and vital image property-based methods [5]. Because the aforementioned techniques concentrate on a particular aspect of the image, they have the...
following drawbacks when used in practical settings: 1) Since the hash technique-based detection method relies on the hash of the original, unaltered image, it cannot be classified as a type of blind forgery detection. 2) The detection method based on the image compression property can only identify image forgeries in JPEG format. 3) The detection techniques based on the crucial image properties may not work if some obscure methods, like fuzzy operations, are applied after splicing. 4) Lastly, if the device noise intensity is low, detection methods based on the imaging device property become invalid.

Figure 1. Type of digital image forgery detection.

Figure 2. Represents the splicing of original images for obtaining a spliced image forgery, where (A,B) are the original images, and (C) is the spliced image forgery.
2. RELATED WORK

Most splicing forgery detection techniques are passive, meaning they don’t rely on any kind of image prior knowledge[6]. Alahmadi et al. [7] and Min and Dong [8] used DCT coefficients, minimum and maximum filter methods, and other techniques to extract characteristics from image blocks and detect splicing forgery. Numerous algorithms employ multiresolution techniques such as DWT [8]. Block matching is not, however, the sole technique used to identify splicing forgeries; SIFT characteristics are also utilized as a backup[9]. The Columbia Color DVMM dataset, the CASIA v2.0 and v1.0 datasets, and most of the splicing forgery detection algorithms are evaluated. Most splicing forgery detection techniques are passive, meaning they don’t rely on any kind of image prior knowledge[6]. Alahmadi et al. [7] and Min and Dong [8] used DCT coefficients, minimum and maximum filter methods, and other techniques to extract characteristics from image blocks and detect splicing forgery. Numerous algorithms employ multiresolution techniques such as DWT [8]. Block matching is not, however, the sole technique used to identify splicing forgeries; SIFT characteristics are also utilized as a backup[9]. The Columbia Color DVMM dataset, the CASIA v2.0 and v1.0 datasets, and most of the splicing forgery detection algorithms are evaluated. SVM was used to categorize the data. Jalab et al. [14] obtained fractional entropy from DWT [15] coefficients, and SVM was used for classification. Min and Dong developed a novel tampering detection technique in [8] that relies on maximum and minimum filters. The minimum and maximum pixel differences between real and fake images are highlighted when a maximum filter and a minimum filter are combined. The analysis of interpolation and non-interpolation improved the effectiveness of the forgery detection system in composite regions. A novel deep learning technique was recently developed by Jinwei et al. in [16] to detect picture splicing.

3. PROPOSED APPROACH

This paper presents a precise and effective model. In Figure 3, the suggested Feature Similarity Module (FSM) model is displayed. It addresses the entire image. The development of techniques for detecting and localizing spliced image forgeries was spurred by the identified research issues. The limitations of cutting-edge techniques are attempted to be addressed in these methods. The two suggested methods—spliced image detection and spliced region localization—are the main topics of this section. These methods are covered in the corresponding subsections.

The conceptual design of the expected splice forgery detection technique is shown in Fig. 5. Using the suggested method, RRU-Net[17], a specially designed U-Net, offers a hierarchical progression from residual propagation and the residual feedback to identify suspicious forging areas in the host image. The RRU-Net’s Feature Similarity Module (FSM) is positioned between the encoder and decoder layers. The FSM receives the encoder output from the decoder layer and uses it to extract long-range spatial contextual information. This aids the model in concentrating more on the forged area while disregarding the remaining, extraneous portions of the picture.

The FSM output is processed by the decoder layer in order to identify the final forged region. The final result highlights the forged region. Subsections C and D, respectively, provide descriptions of the projected RRU-Net with FSM.
B. Residual Feedback

RRU-Net uses residual feedback to amplify the intrinsic differences in image attributes. It is a system for automatically learning. It doesn’t concentrate on one or more particular aspects of the image. When evaluating input data, the residual feedback mechanism gives greater weight to the distinguishing characteristics. To enhance the differences in the intrinsic nature of image attributes between forged and un-forged areas, it applies a sigmoid activation function to the input data. A building block's residual feedback is described as

$$y_b = (s(G(y_f))) + 1 \cdot x$$

where $y_b$ is the enhanced input, $y_f$ is the residual propagation results as defined in Eq. (1), and $x$ is the input. The linear projection function, $G$, modifies the dimensions of $y_f$. $S$ stands for the sigmoid activation function. The residual feedback functions as the human brain's consolidation mechanism, as opposed to the recall mechanism that residual propagation mimics. The intrinsic differences in image attributes between the forged and un-forged areas can be accentuated by the residual feedback.

C. Ringed Residual Structure and Network Architecture

The residual structure with rings that combines the residual feedback and the residual propagation. The residual feedback amplifies the input feature information by consolidating the intrinsic nature of image attributes between the forged and un-forged areas. The residual propagation mimics the human brain's recall mechanism, which retrieves the input feature information to resolve the degradation problem in the deeper network. In summary, the ringed residual structure ensures that the intrinsic characteristics of an image can be distinguished more clearly when features are extracted from the network layers. This leads to a more stable and superior recognition performance compared to both the current CNN-based recognition techniques and traditional feature extraction-based techniques. The RRU-Net network architecture is shown in Fig. 6. It is an end-to-end intrinsic image attribute segmentation network that can detect splicing image forgery without the need for pre- or post-processing.
D. Feature Similarity Module (FSM)
Long-range dependencies can be extracted using the Feature Similarity Module, or FSM. Better segmentation may result from the more efficient extraction of dense contextual information made possible by FSM. Between the encoder and decoder layers of RRU-Net, FSM is used, which can aid in the more effective extraction of spatial information. This module encodes various position-sensitive spatial data and creates feature maps out of it. FSM is easily plugged into other fully convolutional neural networks, leading to a multitude of task-performing applications. In essence, this module purges features from the feature map that are supplied to the convolution layer. Subsequently, the relationship between two distinct feature map values is defined.

![Figure 7. Architecture of Feature Similarity Module](image1)

Figure 7. Architecture of Feature Similarity Module

![Figure 8. Flow diagram of the proposed method.](image2)

4. EXPERIMENTAL RESULTS
We thoroughly described a number of experiments in this section to evaluate the viability of the suggested methodology. The following specifications apply to the Google Collab server machine used for the experiments: 2.5 GB/12 GB of RAM and a TensorFlow backend with Keras are used in Python 3. The CASIA 1.0 dataset has a resolution of 384 × 256 or 256 × 384 and comprises 913 images, 451 original images, and 462 images forgeries. JPG format is used for the images.

**Analytical Measures**
The suggested model's effectiveness is evaluated using the metrics listed below.
Our study has been tested over a CASIA 1.0 and small dataset of 913 photos to train the model. Even with such a small dataset, we are still able to obtain some excellent results that clearly show the forged portions. Results of confusion matrices are specified in Table 1. The sensitivity and specificity of the proposed model over CASIA 1.0 datasets are shown in Table 2. The feature map for a spliced forgery image is shown in Figure 9.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$\frac{TP + TN}{TP + TN + FP + FN}$</td>
<td>Overall performance of model</td>
</tr>
<tr>
<td>Precision</td>
<td>$\frac{TP}{TP + FP}$</td>
<td>How accurate the positive predictions are</td>
</tr>
<tr>
<td>Recall</td>
<td>$\frac{TP}{TP + FN}$</td>
<td>Coverage of actual positive sample</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>$\frac{TN}{TN + FP}$</td>
<td>Coverage of actual negative sample</td>
</tr>
<tr>
<td>Specificity</td>
<td>$\frac{2TP}{2TP + FP + FN}$</td>
<td>Hybrid metric useful for unbalanced classes</td>
</tr>
<tr>
<td>F1 score</td>
<td>$\frac{2TP}{2TP + FP + FN}$</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 9. Feature map for a spliced forgery image.](image)
Table 1. Confusion matrices of the proposed model CASIA 1.0 Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classes</th>
<th>+</th>
<th>-</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASIA 1.0</td>
<td>+</td>
<td>115</td>
<td>0</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>2</td>
<td>110</td>
<td>112</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>117</td>
<td>110</td>
<td>227</td>
</tr>
</tbody>
</table>

The positive (+) sign stands for the original classes, while the negative (−) sign stands for the forgery classes. Blue color indices are the number of corrected detected images by the proposed approach.

Table 2. Sensitivity and specificity of the proposed model CASIA 1.0 Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASIA 1.0</td>
<td>98.29</td>
<td>100</td>
</tr>
</tbody>
</table>

5. CONCLUSION
The suggested technique locates the final image locations that have been altered and yields the expected results using RRU-Net with FSM. The RRU-Net is a ringed residual structure that combines residual feedback and residual propagation. The RRU-Net uses FSM to further improve the output based on the detection results. The effectiveness and applicability of the suggested method will then be evaluated on the publicly available datasets, CASIA, and contrasted with other cutting-edge detection techniques in order to identify image counterfeiting.

FUTURE WORK
The suggested method only proved effective when applied to the image splicing forgery problem; experiments on other problems, such as medical images or other forms of forgery, have not been conducted to demonstrate the approach’s generalizability.
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